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Abstract:  The reserve currency is regarded as the curreridyimesignificant amounts by governments and finahc
institutions in order to help conduct transactionghe global market. In this research study, sdeondata
on month ly reserve currency was obtained from the Centnaktof Nigeria database from January, 2000 to
December, 2015. Using the Box-Jenkins (ARIMA) metHogy to fit the best model to the series, the data
was (Logarithmic) transformed and non-seasonalfferdinced in order to achieve series stationafitye
results showed that Seasonal ARIMA (1, 1, 1) (01)% model with drift had the least information criteri
with AIC of -412.83, AICc of -412.50 and BIC of -396.56d was chosen as the best fit model that best
describe the growth of the reserve currency. Thgribstics test on the model residuals using thed-Box
and ARCH-LM tests revealed that the model is freenflmth autocorrelation and ARCH effects. This model
will definitely assist the Apex bank in forecastitite monthly future values of the reserve curremcy
Nigeria.
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Introduction Bulat, 2014), examined the question of whether naryet
The reserve currency (Monetary base) is the cuyrbetd rules or ad hoc monetary policies were followediryr

in significant amounts by governments and institogi in the early stages of transition and in responseaeaytobal
order to help conduct transactions in the globatketa  financial crisis. Also, Seth & Selva (2010) explkbrihe
Reserve currency is also regarded as the portiotheof institutional structure of the transmission mechani
commercial banks reserves that are maintaineddousds beginning with open market operations through taeyo
with the Central bank including the total currency and loans. They undertook the empirical analysishef
circulating in the public and the banks vault cd@bserve  relationship among reserve balances, money, an#é ban
currency (monetary base) should not be confuseti wit lending using aggregate as well as bank-level data
money supply which consists of the total money VAR framework and document that the mechanism does
circulating in the public including the non-commaic  not work through the standard multiplier model be t
bank deposits (Mankiw, 2002). Monetary reserve play bank lending channel. The purpose of this studyois
very important role in settling transactions invoty investigate the growth pattern of the reserve cuyean
different counter parties and the trading in fomeig Nigeria.

exchange and commodity market. The reserve currency

and monetary policies are controlled by eitherfthance Material and M ethods

ministry or the Central bank and the government The data used for this research study are secorntiday
controlled institutions change reserve currencyoubh on monthly reserve currency (monetary base) in fidge
open market transactions. The monetary base iedcall obtained from the Central Bank of Nigeria (CBN)
high-powered because its increase will basicabyltan a database over the periods of January, 2000 to Demem
much larger increase in the supply of demand déposi2015 (CBN, 2016).

through banks’' loan-making, a ratio called the nyone

multiplier (Cagan, 1965). The growth in reserve enay Methodology overview

aids in keeping commodity prices stable as proditgti  The framework used for this study is the (Box & Jask
increases in a country. When a country experiencesl976, Box et al., 1994) approach which houses the
serious inflations, the growth in money needs to beAutoregressive Integrated Moving Average (ARIMA)
lowered in other to checkmate its effect and cdniro models. The approach involves three stages narhely t
(Nasiru & Solomon, 2012). Thus, in a country likgéria identification stage, parameter estimation stagel an
where double digit inflation figure is sometimes diagnostic checking stage. But before these stages a
experienced and not much significant growth in carried out the descriptive statistics of the dstaes was
development and productivity, the growth patternttof explored in order to ascertain the presence of soase
reserve currency (Monetary base) needs a closdacts about the series distributional propertiesné¢, the
investigation. first stage of the Box-Jenkins approach, known as th
There are a large number of studies which have beemdentification stage involves the use of graphitate
conducted by different researchers on monetary bisisg series plots and the autocorrelation Function (AGRY
series of methods depending on the area of intdRster ~ Partial Autocorrelation Function (PACF) to check for
2005) talked about how monetary transmission stationarity, seasonality including the test foritummot
mechanism describes how polinduced changes in the using the ADF or KPSS test statistics and alsalémtify
nominal money stock or the shderm nominal interest the order for both the non-seasonal and seasonal
rate impact real variables such as aggregate owtpdt components of the ARIMA (p, d, q) (P, D, Q) modéheT
employment. (Albertet al., 2013) modelled the monthly second stage called the model parameter estimstagye
currency in circulation in Ghana using Seasonalinvolves estimation of the parameters after idgimtgf the
Autoregressive Integrated Moving Average (SARIMA) tentative models. Three information criteria: thiaike
model. (Nasiru & Solomon, 2012) modelled the pattafr Information Criterion, the Corrected Akaike Infornuati
Reserve money growth in Ghana while (Mohamed & Criterion proposed by (Akaike, 1974) and the Schwarz
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Bayesian Information Criterion elaborated b_y Bumham & Y, S U E AOE FOE ,+OE . O ?3)
Anderson (2002) was used. The model with the lowest )

information criteria values is chosen as the bétedf ~ Where [ the mean of the data series &, 6, ,...,6,
model from the set of tentative models. The model ye the model parameters which are constraint nvithé
parameters are estimated using the Maximum liketho . .

estimation method and the significance of the exean  InVertibility bounds while€y, &y, & _5,...,&_q are the
parameters of the chosen model is tested usingt-the white noise error terms. The above equation can be
student test with(n — k) degrees of freedom at 5% equivalently written in terms of the backshift ogter (B)

significance level. The third stage known as tregdostic ~ 8S: ,
stage is used to examine whether the selected modeY, =+ (1+6B+E,B"+..+8B)g ... (4)

adequately represents the reserve currency (Monetarthe moving average model is a finite impulse resgon
base) in Nigeria. The overall checking of the model fiter applied to white noise. The random shocke ar

adequacy was made using the Ljung-Box test, thepropagated to future values of the series direstig the
standardized residuals series plot and Autocoroelat

function plot to ascertain that the residuals seree model shocks affect thef values for the current period
uncorrelated random shocks (White noise). Furtheemo and ( periods into the future. The choice of the order i
an ARCH-LM test and Durbin Watson test were determined by where the autocorrelation functio©Eh
performed on the fitted model residuals in ordechieck  of the MA (q) process becomes zero at lggt 1l and
for homoscedasticity and autocorrelation of the ehod

residuals greater. So the appropriate maximum lag for estonas

determined by the examining the sample ACF to see
where it becomes insignificantly different from ador all

Autoregressive (A.R) models . lags beyond a certain lag, which is designatedhas t
The autoregressive (AR) structure is regarded as a_>.. .

hasti h hat th demt Y maximum lag]. The Moving-average models
stochastic process that assumes that the presest ¥a invertibility constraints are similar to the stataity
can be modelled as a weighted summation of pasesal constraints.

Yt_l,Yt_l,...,Yt_p and a certain error tergy . The term e The MA (1) model is stated as
‘auto’ regression indicates that it is a regressirthe Y, = 6,&,_, + & with parameters constrained
variable against itself and the error tegn is assumed to within —1 < 01 <1.

be purely random with a zero mean and a constant e« The MA (2) model is stated as
variance. Y, =6, +6,&,_,+& with parameters

Ye=CH Y €Yt Y, +"'+¢le—p TE @) —1<@. <1
constrained within 2 ,

Where @, @ ,.. 4, the parameters of the model afg,
P -1<6,+6,<land -1<6,-6, <1

is a constant andg is the random term. The above
equation can be equivalently written in terms oé th Autoregressive moving average (ARMA) models

backshift operator (B) as: The autoregressive moving average (ARMA) models
p : provide a parsimonious description of a weaklyictetry

Yt =Cc+ z QB'Yt +E 2) stochastic process in terms of two polynomials, fon¢he
i=1 auto-regression and the second for the moving geera

The autoregressive models are restricted to stjogata ~ The model is usually referred to as the ARMA (g, p)

and some stationarity constraints on the coeffisiefithe ~ model with (p) autoregressive terms and (q) moving

model parameters which are estimated using thedverage terms. The model contains the AR (p) and)A

Maximum likelihood estimation or the models. The ARMA (p, q) is mathematically written as

unconditional/conditional least square estimaticethods P d

are required. Y, =c+e& + z @Y, + z Higt—i ............ 5)
i=1 i=1

* The AR (1) model is stated 8§ = ¢ Y, + £ With  \yhere the parameters of the ARMA (p, q) model are
estimated the same way the parameters of the ARNgh)

parameters constrained withirfl < ¢, <1 .
the MA (g) models are estimated. The error tefpare

e The AR (2) model is stated as
Y =¢Y  +eY , +eE with parameters assumed to be independent identically distributedtiom
272 ™t variables (i.i.d) sampled from a normal distribatimith

constrained within -1< ¢ < 1, zero mean and constant variance. The ARMA (p, q)ahod
can also be expressed in terms of the Backshiftapqer
—1<¢ t+¢,<land -1<¢,—¢, <1 (B) as:
p _ q .
Moving average (MA) models 1+Z¢(B' Y =1+ ZHI B |g, -eeeee (6)
A Moving-average model is a linear regression o th ) )

current value of the series against current andique — —
unobserved random shocks. The random shocks at eaclrf1 the parameterg, = 60 =1, we have the above

point in the series are assumed to be mutuallygieddent ~ formulation become

and identically distributed with zero mean and tans P i q :

variance. The MA (q) refers to a moving average ehod ZQB Y, = ZHI B g ..o )
i=0 i=0

order (g) and it is expressed mathematically as:
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Finding appropriate values of p and g in the ARMAdp  first differenced series is stationary. Also theule of the
model can be facilitated by plotting the partial ADF test in Table 1 indicates that the data isictary
autocorrelation function for an estimate of p amdwise after the non-seasonal first difference.

using the autocorrelation function for an estimatey. If

the series shows evidence of non-stationarity tinotne RESERVE CURRENCY SERIES PLOT
sample Autocorrelation function (ACF) and the Partia 7000000 4
autocorrelation function (PACF), the series is défeed. 6000000 1

Hence, the Autoregressive Integrated Moving Average
model, ARIMA (P, d, () . The model is expressed as:

@B)®(B®)A-B)!Y, = 8(B)O(B)s, -........ (8)

If the series is also effected by seasonal vanatias a
result of seasonality that comes with some montinhgs ol

series data, then the ARIM@p,d,q) is extended to 2000 201 203 aba awig aew awws 0l aol2 aoit 20is
include the seasonal components parameters. Thaus thFig. 1: Time series plot of the data
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1000000

seasonal  ARIMA (p.d.a)(P, D’Q)Scan be
expressed using the backshift operator as: PR ———
@B)P(B*)(L-B)' (1-B°)°Y, =4(B)O(B%)g, ----- 9) ' \ ‘ m | ‘

Where, (@, P;),(6,,0,) represent the parameters of

the non-seasonal and seasonal autoregressivecietfi B
and the non-seasonal and seasonal moving-averag: - | | ‘

coefficients and, is the white noise error.

Unit root test Fig. 2: ACF and PACF of the actual data

The unit root test was performed to check if theeree

currency series contains unit root and requiresdhfficing. Table3: Edtimatesof ARIMA (1, 1, 1) (0, 0, 1),, mode!

Model Fit Statistics

To ascertain whether or not the data series isortaty, Par ameter oeffici Standard e al

the Augmented Dickey-Fuller (ADF) test proposed by Coefficients  "grpor  UStatistics  pvalue
(Dickey & Fuller; 1979) is used. The test is basedthe g (/) 0.0157 0.0029 5414 0.00001
assumption that the time series déf@ follows a random AR (1) 0.3796 0.1282 2.961 0.00001
walk. The Augmented Dickey-Fuller (ADF) test, '\SAG ;1()1) g:zgig %'.%%2;17 Z:ggé %‘%%%%11
corresponding to modelling a random walk is expdss

aS: DIFFERENCED RESERVE CURRENCY SERIES PLOT

Y, =Yt E (10)

Where, if p = 1the model is said to be non-stationary
which implies the presence of unit root in theeriThus,
first differencing we havelY, = dY,_, + &, where

0 = (p —1). The null hypothesis ifH , : (o =1 or

0=0 ), against the alternativeﬂ<10r6 <0). The
Augmented Dickey-Fuller (ADF) test, a p-value gesat
than alpha(ar) at 5% level of significance would lead to

the none rejection of the null hypothesis whichtumn 5 SRS ACE
implies the presence of a unit root in the series.

2000 2005 2010 2015

Fig. 3: Timeseries plot of differenced data series

Results and Discussion

The time series plot of the data in Fig. 1, gives a o s 10 20 M M
overview of the reserve currency data series. Hries
shows an increasing trend pattern over the perigd's CURRENCY SERIES PACT

view and also a sharp increase and decrease dfispec |
periods in each year suggesting some seasonatiiiuin :
the series. From Fig. 1, it can be seen that sésiemt . :
stationary. This was also affirmed from the slowealein

the ACF of the §eries aqd a very significant spikiag 1 Fig. 4: ACF and PACF of the differenced series

of the PACF with marginal spikes at few other lags a

shown in Fig. 2. Furthermore, result of the ADFttes The rapid decay in the ACF and the PACF of theedifficed data
shown in Table 1 shows that the series is notestaty.  as shown in Fig. 4 indicates that the data wawataly after the
Thus, the data was transformed and non-seasonalljirst non-seasonal differencing. From Fig. 4, theees significant
differenced. As shown in Fig. 3, the series flutdsaabout ~ spike at lag 12, lag 24 and lag 36 of the ACF witichgests that
the zero line in the plot confirming that the n@asonal & Seasonal moving average component needs to leel doldur
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model. Hence, different Seasonal ARIMA (p, 1, q) (R Q)
models were fitted to the data and the best magletted based
on the minimum values of AIC, AlCc, BIC. From Tabk
seasonal ARIMA (1, 1, 1) (0, 0,.%)was the best model based on
the selection criterion used. The parameters &f thodel were
then estimated using the Maximum likelihood estioratnethod.
As shown in Table 3, all the parameters are sicgifi base on
the t-scores at 5% level of significance. The AMICc and BIC
penalty statistics have corresponding values o2.8R, -412.50
and -396.56, respectively which penalizes theditieodel based
on the principle of parsimony. The Seasonal ARIMAZ, 1) (O,
0, 1), model is expressed as:

@ 03798)(1- B)Y, = 00157+ (- 0732 )(t+ 0164B)¢, -+ (11)

Standardized Residuals

o Ll 1 ‘m oLl gt 1

T "‘l‘ "‘H (AL | I I A L L B LRI A
LR R ” T T

, L
LR R

ACF of Residuals

53

Fig. 5: Diagnostic plots of the residuals of ARIMA (1,
1, 1) (0, 0, 1)1, model

ACTUAL VERSUS FITTED SERIES PLOT
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Fig. 6: Actual versusfitted series plot

In addition, the model was diagnosed to see how itvéts the

data. It can be seen from Fig. 5 that the ACF ef ttbsiduals
shows that the residuals are white noise althobhghetwas a
significant spike at lag 0 of the ACF which could Hue to
random factor. Furthermore, the plot of the LjunaxB-values in
Fig. 5 shows that the model is adequate for reptegethe data
as they are above 5% level of significance inditdig the blue
line. Also, the Ljung-Box and ARCH LM-test in Tablé

indicates that there was no autocorrelation andditional

homoscedasticity (ARCH) effect in the residualgtaf model at
the 5% level of significance. Fig. 6 reveals tta model fits the
data very well given that it adjusts the data sefm trends,
seasonality and persistence of the random stocks raare
accurately represents the series.

Conclusion

In this study, the growth pattern of the reserverancy
was modelled using the Seasonal ARIMA (p, d, q)QP,
Q). The best fitted model for the reserve curreg@wth

in Nigeria was Seasonal ARIMA (1, 1, 1) (0, 13,1 he
model residuals were adequately diagnosed using
appropriate statistical tests (Ljung-Box and ARCH-LM).
Also the model adequacy was confirmed by the gbhi
plots of the standardized residuals to be uncdeela
random shocks (white noise). The model can be bged
the Apex bank in forecasting the monthly futureuesl of
the reserve currency in Nigeria, which will greatigsist
in monetary policy making.
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